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1.0 INTRODUCTION
This document describes a notional Communications Systems Architecture for an FCS enabled Unit of Action Battalion (UoA BN). The architecture provides a functional description of the communications capabilities (i.e. terrestrial, satellite communications, airborne communications etc.) required to meet anticipated FCS operational requirements.  In addition, these communications system capabilities are further characterized by system performance parameters such data rates, ranges, networking functions, low probability of intercept/detection (LPI/LPD), Anti-Jam (AJ), etc. These communications system capabilities were derived from Information Exchange Requirements (IERs) described in an Operational Architecture Vision (OV-3)  based on the Balkans scenario (Reference), with supporting analysis presented in this document.  The communications system description presented herein in this SV2 can be used to feed, as well as to validate, the requirements for future Army FCS communications system procurements.  Evaluation of current or future communications systems implementations and products such as JTRS/WIN-T was beyond the scope of this initial examination of the FCS communications architecture. It is also anticipated that the vision presented by this initial System Architecture will evolve as additional operational scenarios,  force structures, and technology bases are considered. 


Section 2 briefly describes the methodology that was employed to derive the communications architecture.  Section 3 reviews how the IER criteria were developed. Section 4 provides a description of how the IERs were analyzed and combined to create natural network definitions.  Section 5 presents supporting propagation analysis.  Section 6 presents the communications system architecture.  Section 7 is the summary and conclusions.

2.0 COMMUNICATIONS ARCHITECTURE METHODOLOGY

The basis of our methodology for developing the notional FCS communications architecture is the TRADOC draft force structure for FCS, the FCS SoRC (Reference), as well as a Balkan scenario developed for this FCS force structure by TRAC (Reference)  These documents collectively represented the initial view within the TRADOC community of the layout and operation of an FCS UoA BN.  The information in these documents had to be translated into technical requirements which could lead to the development of a communications architecture.  The process for translating operational scenarios into technical requirements, and then into a functional communications description, is depicted in Figure 1. In this section we will review each of the steps in figure 1, and describe how they support the entire process and contribute to the desired end product.
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Figure 1. Communications Architecture Development Methodology

2.1 Develop Scenario 

A Balkan operational scenario was developed which contained detailed information about FCS unit locations, unit movements, tasks and mission objectives.  But it was still at a high enough level as to make it impossible to directly extract the requirements that the communications architecture needed to meet.  It was necessary to add in the details of individual platform location and actions at each stage of the battle, and from that, to extract realistic information exchange requirements based upon the operational situation.  To do this we had to create specific “vignettes” from the scenario, i.e. a series of well defined tasks that each unit would have to perform to meet its overall mission objective.  Three initial vignettes were created, including (1) an attack against a mechanized force, (2) a dismounted attack and (3) Military Operations in Urban Terrain (MOUT).  From the communications perspective these three vignettes represent a large spectrum of communications challenges, ranging from long range UAV communications, down to individual soldier communications systems in urban areas

2.2 Execution Matrix

An Execution Matrix was developed as a tabular display of the actions required by each FCS platform in conduct of its assigned mission, during the scenario in play. This format enabled Subject Matter Experts to collaboratively develop an agreed vision of not only the actions, but also the information exchange necessary to conduct the required missions. The information exchange, of course, is the key output of this step of the Architecture methodology. An example of an Execution Matrix is presented in Figure 1A below.
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Figure 1A Execution Matrix Example

2.3 Battle Phases

As introduced in the Execution Matrix above, we divided every vignette into 6 discrete phases: Intelligence Preparation of the Battlefield (IPB), Deploy Unit, Target(s) Detected within Area of Interest (AOI), Target(s) Identified within AOI, Initiate Attack, and Battle Damage Assessment (BDA).  We then created a row for each platform in the force structure, while the phases above were placed as columns.  Now for each of the phases and for each platform, we used subject matter experts to identify what specific actions each platform would be executing in that phase as part of the overall BN objective.  We then separately identified what kind of data it would need to exchange, what platform or unit it would exchange it with, and what type of data it would be (data, imagery or video), based upon our estimates of what the C2 and the ISR requirements for this action would be.  These execution matrices now become the basis for developing the IERs.  

Finally, we needed to develop a physical laydown of the units on the terrain selected for the scenario.   This is to be used for estimating the requirements for range for each of the IERs, as well as the subsequent modeling analysis.  The units are laid out on overhead satellite imagery of the area for each phase and vignette, and the associated latitude and longitude are put into a tabular form against each of the platforms.  An example laydown is shown in Figure 2. 
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Figure 2. Example Satellite View of the of the FCS Unit Laydown during the mechanized vignette at the IPB phase

2.4 Develop IERs

From the execution matrix  we extracted information exchange requirements (IERs) that the communications system needs to meet in order for the unit to perform its mission effectively.  For each of the IERs, we define a set of criteria describing the IERs.  These criteria include type of data, estimate of the required data rate, range, latency, power, number of nodes participating in the exchange, and mobility of the nodes participating in the exchange.  These criteria will be used to define the communications architecture.  As shown in figure 3, we first identify the sender and the recipient of the information.  We then present the range between the two platforms based upon where they are in the specific phase of the scenario within the specific vignette.  If the relative location between platforms was not readily available from the scenario, the following assumptions were made:

1. Any robotic ground vehicle that requires a tethered link for tele-operation was assumed to need a maximum communications range of 5 Km. This is based on the realization that practical operational restrictions tend to limit the range of tele-operation to 5 km. 

2. Within a CO or PLT unit, the inter-vehicular distances are assumed to be at the most 2 Km, while most of the time, and especially on the move, it would be much less than 1 Km.

3. For the aerial platforms, we assumed their maximum operational range based upon TRADOC’s  FCS BN definition book(reference).  So for VAAV this is assumed to be 30 Km, 150 km for the CAAV, and 200 km for the BAAV. (How do these relate to communications link ranges?)

Then we define the type of data exchanged, i.e. whether it is data, imagery or video.  An estimate of the required data rate for each of the data types is assumed.  In cases where the data rate may depend on the specific platform, as is the case with the unmanned platform tethered (tele-operated)  links, a general statement is noted such as “tethered”, to be further defined by our analysis.  .  The power source (i.e. vehicular or handheld) is then identified for the communications system. We then capture the number of nodes that are participating in the exchange.  If it is a point to point exchange, we note only one member.  If there are more platforms receiving the same information, either as part of a multicast group or as a result of a direct copy of the information, these are added to this number.  And finally the mobility of the platforms during this exchange is estimated and recorded.  An example of IERs can be seen in Figure 3.  
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Figure 3. Dismount IER Characteristics IPB Phase

2.5   IER Commonality Criteria Development and Evaluation

Thus far in the process, each IER represents an individual needline, or exchange between source and end user.  Since it is impractical to provide a dedicated communications link for for each of these IERs, it is important to group the IERs into a set of “bins”.  Type of data, data rates, and range are examples of the criteria that can be used to identify these bins, as well as to group corresponding IERs within each of the bins.  The bins help us identify areas with common requirements that could be grouped into “networks”.  We then do an analysis to estimate the total data rate that each of these “networks” must support, as well as the number of nodes in each network and the overall required network coverage, or range,  throughout all the vignettes.  For more details on this process, see section 3.

2.6 Propagation Analysis

Several propagation analyses were performed to help make architectural tradeoffs such as the feasibility of terrestrial-based transmission systems to adequately satisfy the requirements,  the use of UAVs as relays, or whether or not a satellite-based solution would be necessary under various terrain conditions (i.e. with and without vegetation).  Other tradeoffs were also performed such as the use of higher frequency bands vs. lower frequency bands, directional vs. omni-directional antennas, etc.  These results are presented in section 5.

2.7 Communications Architecture 

Here we integrate all of the information we developed to synthesize a description of the communications architecture on a functional level, identifying combinations of common technologies to be used across echelons and platforms that could satisfy the operational requirements of our scenario.  The implications of this architecture are discussed, and high-risk areas are identified and risk mitigation strategies are proposed.

3.0 IER Commonality Criteria Development and Evaluation

In this section, we discuss the criteria used to develop the bins (i.e. the groupings) for the IERs.  In this analysis, we used the data rate as a main criterion for IER commonality , along with range requirements among all echelons.  The following bins were then developed: 1) data and imagery networks, 2) video networks, 3) voice networks, and 4) specialized networks. In developing these bins, we made an implicit assumption that each of the data types would need to be carried on its own network. While this conflicts with the ultimate desire of a single integrated multimedia network, it was done for the following reasons. The first reason is that we found that video does not  generally need to be distributed among multiple nodes, more often flowing only point to point.  Secondly, given a bandwidth-restricted environment, we believe it will be impractical to expect a single integrated network to support all multimedia traffic needs because of issues of spectrum availability, implementation difficulties (i.e. timing issues), cost, and higher power requirements to achieve the expected ranges.  Thirdly, because  multimedia requires top QoS priority in order for it to function properly (i.e.to maintain a acceptable delay and delay jitter), lower prioritization of data and imagery traffic on a multimedia network will not enable the other data types to meet their respective operational key performance parameters (KPP) requirements. This was a lesson learned numerous times during the Army’s Digitization period, albeit over lower capacity tactical networks. Therefore, to develop the individual traffic estimates, we started out with the assumption of separate virtual sub-networks mentioned above. Similarly, we also treated voice requirements as a separate network.  The reason for this assumption is that the number of voice nets and the membership per net is generally very large, resulting in a large routing overhead if voice over IP is utilized.  Further analysis is needed to determine the requirements of these voice nets, which goes beyond the scope of this study. It also remains beyond the scope of this study to determine whether or not a single integrated multimedia network can support all the traffic types with the required levels of service.
The IERs of the Mechanized and Dismounted vignettes are treated separately from the MOUT vignette to highlight the differences that MOUT introduces into the architecture. The differences become apparent in the Company and below architectures.  

3.1 Mechanized/Dismount Vignette

The following vignettes are based on the Operational Concept represented in Figure 3A, which shows a Unit Of Employment (UoE) consisting of multiple Units of Action(UoA). Each UoA, in turn, consists of an FCS BDE comprising several FCS BN sized forces.
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3.1.1  Data/Imagery Traffic

UoA BDE-BN(UoA) Requirements:

This includes the BN Headquarters Company elements, RSTA HQ, LR UAV sections, adjacent BN elements and the parent BDE Element.  The main characteristic of the communications requirements among these elements is the large range of distances it must support, from co-located nodes within the BN HQ Co, up to remote elements  located at large distances (i.e. 50-100 km), such as the BDE HQ.  Note here that although no mobility appears to be required by these elements in this scenario ,  we do recognize that mobility for these echelons is required. Nevertheless,it does appear that mobility is not as frequent, nor as continuous, as is the case for the lower echelon platforms.  The ranges given below represent the ranges measured in this scenario, but the required ranges for these networks should probably be extendable to more than 200 Km.  The requirements are summarized below:

·  Range: 2-100 Km (extendable to 200 Km)

·  No. of Nodes = 20

·  Geographic Constraints: No LOS, placement of terrestrial relays not practical due to the low density of nodes on the battlefield.

·  Special Requirements: Due to large number of nodes and large geographic dispersion, spectrum efficiency is required

·  Data and Imagery

·  Data Service Type : point to point and some multicast
UoA (BN)-CO  Requirements:

This includes the BN Headquarters Company elements, RSTA CO, and the company headquarters. The main characteristic of the communications requirements for this area is the fairly large range of distances, from practically co-located, up to about 70 Km, and with the CO elements moving fairly often. The requirements are described below:

·  Range: 2-70 Km

·  No. of Nodes = 15

·  Geographic Constraints: BLOS, however placement of terrestrial relays not practical due to the low density of nodes on the battlefield. 

·  Mobility: Medium Mobility

·  Special Requirements: Due to the fairly large number of nodes and large geographic dispersion, spectrum efficiency is required

·  Data and Imagery

· Data Service Type : point to point and multicast

CO-PLT  Requirements:

This includes the CO HQ, and the PLT CDRs vehicles. The main characteristic is the much smaller distances (not usually more than 10 Km), and the extremely high mobility requirements, along with the small number of nodes.  The requirements are described below:
·  Range: 2-10 Km

·  No. of Nodes ~5

·  Geographic Constraints: Geographically isolated, continuous movement through complex terrain

·  Mobility: Frequent

·  Special Requirements: Power control is sufficient for spectrum re-use due to the geographic constraints

·  Mainly Data exchanges
·  Data Service Type : point to point and multicast
3.1.2 Video Traffic

PLT Inter-Vehicular Area Requirements: 

This system connects the vehicles within a unit, whether it is a PLT, or the Battle Command (HQ) node.  Here, the vehicles are assumed to stay well within a 1Km range, and even less while on the move.  In some cases, however, we can envision instances that a vehicle may need to communicate over ranges as large as 2 Km.  The main characteristics of this area are the short distances and high data rates that are needed. The requirements are described below:

·  Range: Less than 2 Km stationary, less than 1 Km OTM

·  No. of Nodes =10

·  Geographic Constraints: Geographically isolated, continuous movement through complex terrain

·  Mobility: Frequent

·  Special Requirements: Power control is sufficient for spectrum re-use due to the geographic constraints

·  Data, Images and Video

·  Data Service Type : point to point and multicast
Tethered Robotic  Control/video Link: 

This is a point to point link that connects the robotic vehicles with their controlling platform.  It is an asymmetrical link, since the control data that needs to be sent to the robot is considerable less than the video and sensor data that it needs to send back.  It is not clear at this point what exactly is the video requirement.  It is mainly assumed to be required for tele-operation, but it is unknown what degree of autonomy the use of artificial intelligence will provide to this class of robotic vehicles. While this would clearly significantly reduce the amount of data that the vehicle needs to exchange, our assumption at this point is that autonomous robots will not be initially available and wideband, short range control links will have to be provided. These requirements are described below:
·  Range: 5 Km

·  No. of Nodes : hundreds, Point-to-Point

·  Geographic Constraints: Complex Terrain, Non-LOS

·  Mobility: Continuous

·  Special Requirements: Need for very high reliability (i.e. low BER) and bandwidth

· Data and Video (lower quality video may suffice)
· Data Service Type : point to point
BAAV Link: 

This is the control link that sends data up to the BAAVs and receives video and imagery down from the onboard sensor payloads.  The main characteristic of this link is its extended operational range.  At 15,000 ft altitudes and operation out to extended ranges, the elevation angle of the UAV over the horizon can be only a few degrees, making LOS over mountainous or forested terrain extremely difficult. The requirements for this link are described below:
·  Range: 200 Km

·  No. of Nodes : 4 nodes

· Geographic Constraints: LOS not guaranteed

·  Mobility: Continuous

·  Special Requirements: Need for very high reliability and bandwidth

·  Data, images and Video (Asymmetrically, only data up)
·  Data Service Type : point to point, possibly broadcast
CAAV/VAAV Link: 

This is the control link that sends data up to the VAAV/CAAV and receives downlinked sensor Video.  The main characteristic of this link is the asymmetry over fairly long ranges and low operational altitudes.  This makes LOS difficult in a complex terrain, and for the case of the CAAV with a 150 km range requirement, it places it below the immediate horizon. The requirements for this link are described below:
·  Range: 30 (for VAAV) -150 (For CAAV) Km

·  No. of Nodes : 25 nodes

·  Geographic Constraints: Not always LOS ,through dense foliage

·  Mobility: Continuous

·  Special Requirements: Need for very high reliability and bandwidth and low power consumption

·  Data and Video (Asymmetrically, only data up)
·  Data Service Type : point to point, possibly broadcast
It is noted also that size, weight, and power (SWAP) places extreme limitations on this class of UAV and that most platform payload capacity is often consumed with sensors. As a result, this class of UAVs is not judged to be of much assistance in achieving range extension with communications payloads.
3.1.3 Voice Traffic

Voice traffic was a difficult topic, particularly for a revolutionary force so heavily automated. Nevertheless, we were able to identify a large number of  voice information exchanges among manned platforms (and dismounted), and broke them down into three basic categories as follows.

The first category of voice traffic was conventional push-to-talk half duplex voice, in which normal manual channel access procedures (listen before talking and acknowledge hand-off) are used, the voice is encoded via 16 KBps CVSD, and the traffic statistics are represented by a 2 State Markov model. A user of this type is generally talking to a single user at the other end, although the channel is open to “eavesdropping” by other receivers. This provides a useful starting point for this analysis; it is recognized that additional data characterizing tactical use of combat net radio is needed.

A second important category of voice application in FCS will be so called “all-informed” full duplex conferenced voice. In this application, a single user is generally given the channel, and multiple users join in a (multicast) teleconference. A 16 KBps voice encoding scheme,with silence suppression and an N state Markov model, was used to model the traffic statistics for this voice application. This application is similar to a telephone conference call, in which multiple users share(multicast)  a full duplex channel.

A final voice application is included to represent multimedia collaboration, which includes exchange of a screen display on start-up, plus the same voice loading as the conferenced voice. This multicast application is full duplex, and includes a 100 KB screen backdrop at the start of the conference.

3.1.4 Special Network Traffic

3.1.4.1 Dismounted requirements: 

The Dismounted Warfighter represents a special type of communications requirement, since this is one of few plaforms that is not vehicular mounted.  The main characteristic of this system is the need for bandwidth in very difficult propagation environments (e.g. urban), while being extremely limited by size, weight and power(including batteries) that can be carried on foot by a soldier. These requirements become severe in battlefield environments which are generally not supported by commercial telecommunications infrastructure (e.g.. cellular base stations or the like). The requirements are described below:

·  Range: 5 Km

·  No. of Nodes > 20 per PLT

·  Geographic Constraints: NLOS in restricted Geographical area, ranging from desert to urban environment, with several networks present at once

·  Mobility: Continuous

·  Special Requirements: Low LPI/LPD needed, plus low power consumption

· Data and images
· Data Service Type : point to point, and multicast
3.1.4.2 Situation Awareness (SA) Distribution Requirements: 

This is an important underlying mechanism by which all platforms regularly report their position.  We have identified this as a separate requirement, since this function needs to occur at all times, and at any cost, even when the unit’s normal communications may have been disrupted. In fact, under loss of normal communications, reliable SA becomes even more vital. The requirements are described below:

·  Range: Over 65 Km

·  No. of Nodes : Hundreds

·  Geographic Constraints: Geographically dispersed

·  Mobility: Frequent

·  Special Requirements: Need for very low LPI/LPD and high reliability

·  Data
·  Data Service Type : Broadcast 
3.1.4.3 Netfires/ARES Loitering Attack Munition (LAM)/Precision Attack Munition (PAM) Links: 

This is the control link that must connect (part of the basic Netfires program) the Netfires/ARES ground control station to the missiles, and(future Netfires program growth)  interconnects the missiles themselves.  Since Netfires/ARES is a Non LOS (NLOS) weapon, obviously the link back to the ground station must be NLOS (although  links between cooperating in-flight missiles could be considered LOS).  The main characteristic of this system is the large number of missiles that may be in the air at any given time (up to 1000) and, of course, the unique dynamics and packaging constraints of missiles in flight. The requirements for these links are described below:
·  Range: 40 Km

·  No. of Nodes : up to one thousand?

·  Geographic Constraints: NLOS with the ground station, LOS between missiles

·  Mobility: Continuous

·  Special Requirements: Need for very high reliability to the ground station, and large degree of spectrum re-use

·  Data, Imagery and Video (LADAR) asymmetrically (only data up, and only data between missiles)

·  Data Service Type : point to point

3.1.4.4 Small Lightweight Unattended Ground Sensors (SLUGS) requirement:

FCS Units rely extensively on a weight variety of SLUGS deployed manually or by other platforms. The SLUGS have unique requirements; 1) forward deployed (ranges of up to 70 Km or more), 2) low power (battery operated), 3) long endurance, 4) LPI/LPD, 5) Small size, 6) low to the ground. The requirements are described below:
·  Range: 70 Km (or more) from attached units

·  No. of Nodes: hundreds

·  Geographic Constraints: geographically dispersed into local groups, NLOS with the receivers

·  Mobility: none

·  Special Requirements: Low power consumption, LPI/LPD

·  Data and images
·  Data Service Type : point to point; point to multipoint (mission based)
3.1.5 Mechanized / Dismounted Network Vignette Analysis
In this section we present an analysis to determine the required capacity for each of the network traffic types discussed earlier.  For the data rates we make a global assumption, that unless otherwise specifically noted, the requirements for data is 16 Kb/s per IER, for images 100 Kb/s per IER and for video, 4 Mb/s per IER. The following section summarizes the detailed derived requirements for network capacity of an FCS equipped UoA BN.

3.1.5.1 Imagery/Data Network Capacity Analysis

The BDE/BN requirements, with ranges of 2-100 Km, and about 20 nodes.  Assuming imagery is exchanged everywhere, we get a data rate requirement of 20x100 Kb/s = 2Mb/s per BN.

The BN/CO requirements, with a range of 2-65 Km, and about 15 nodes.  So for imagery everywhere we get a data rate requirement of 15x100 Kb/s = 1.5 Mb/s per BN.

The CO/PLT requirement, with a range of 2-10 Km, and about 5 nodes.  So for data exchanged everywhere we get a data rate requirement of 5x16 Kb/s = 80 Kb/s per CO, i.e. 480 Kb/s per BN.

The inter-vehicular exchanges, with about 7 vehicles per BN exchanging images, and about 130 per BN exchanging data, i.e. 7x100 Kb/s + 130x16 Kb/s = 2.8 Mb/s.

The total composite data rate requirement for imagery/data networks of a UoA BN is about 6.7 Mb/s. Assuming a factor of 3 for overhead and network inefficiencies, the total data rate requirement is estimated about 20 Mb/s.

3.1.5.2 Video Network Capacity Analysis
The following video requirements exist per UoA BN:

There are about 4 BAAVs at any given time in the air, transmitting video and or imagery.  We will assume the worst case that all of them are transmitting video at 4 Mb/s (assuming no compression), that is point to point traffic to the control vehicle.

We can assume that there are about 25 CAAV/VAAVs in the air concurrently , assuming a single UAV per PLT in the air (on average), each with a 4 Mbps link (assuming no compression and point to point traffic) to its control vehicle.

For the unmanned ground vehicles, we assumed about 140 per BN, based on current force structures. Low-resolution video is used for platform guidance over a point to point link to the control vehicle. In most cases more than one robotic platform is controlled by the same vehicle.  We  assumed that they are using lower resolution video at 256 Kb/s, but that some of them may have some sensor payloads that require up to 1 Mb/s. 
Therefore, the total number of video links is 170 per UoA BN.  

3.1.5.3 Voice Network Capacity Analysis

We assume that in the 2008 timeframe, voice will still follow the current Army doctrinal command structure. Accordingly, the following are the current voice command nets assumed in this analysis:

· One BN CMD net

· One O&I net

· One BN Fire support

· One CMD net for each PLT, and one Fire Support net

· One CMD net for each CO, and one Fire Support net

Therefore, the total number of voice nets per BN will be about 40.

Need to insert calculations for voice net capacity
3.1.5.4 Specialized Network Capacity Analysis 

Dismounted Networks 

Here we have about 20 nodes (per network) exchanging images.  Assuming all nodes are transmitting images, then we obtain an actual data rate requirement of 2 Mb/s, which including a factor of 3 for overhead and inefficiencies, yields a total data rate requirement of 6 Mb/s per PLT, or 18 MBps per Company area.

LAM/PAM Network

Reference Netfires Document

It is difficult to define the communications requirements for the Netfires LAM/PAM missiles until more information is available on the numbers that could be airborne at any given time, as well as more information on the data rates that they need to support.  If one assumes that PAM sensors transmit lower resolution images, that is not continuously transmitted to their ground control station, we could envision this separating naturally into two sub-networks:

· An inter-missile network for coordination among missiles.  Assuming only data being exchanged , and the fact that we could possibly have hundreds of missiles in the air, the aggregate data rate is more than 1.6 Mb/s plus overhead.

· A network connecting the missiles to their ground control station.  If we further assume that LAMs are mainly responsible for the coordination, and that not more than 15 LAMs may be airborne at any given time, we have not more than 15 ground to missile links.  If the LAMs are transmitting high resolution images, we assume a data rate of 1 Mb/s.  As a result, he aggregate data rate for this network would be 15 Mb/s plus overhead. 

SA Network 

The SA dissemination has the additional requirements of extremely high reliability, as well as extreme LPI/LPD in certain cases.  So even though the low data rates could be supported by the normal organic platform communications systems, in cases where stealth is essential, or the complicated nature of the battle dictates extremely high reliability (such as during passage of lines), a separate technical solution may be more appropriate, and reliance on the regular network should be used only as backup option.

SLUGS Network 

The SLUGS sensors are deployed in many cases either by a munitions such as a PAM missile, or possibly even a UAV behind enemy lines, and many times at great distances from the closest friendly forces.  Since they are battery operated they have a requirement for very low power consumption.  Combined with their low-to-earth antenna constraint, it creates a very difficult requirement for a traditional communications system to solve. In the scenario we found more than a dozen SLUGS fields deployed, each with multiple SLUGS (possibly 10-20).  The data rate requirement for SLUGS has not yet been rigorously defined, but assuming that they are not required to provide real-time sensor feeds, or that lower resolution images may suffice, then the 16 Kb/s data rate assumed for generic data could be enough.  These assumptions would bring the data rate requirement for a single SLUGS field to at most 320 Kb/s plus overhead.

4. MOUT Vignette

In MOUT the upper echelon requirements don’t change from the mechanized/dismount vignettes, but additional requirements are imposed at the PLT level.  In this section we present the additional PLT level requirements for MOUT.

4.1 CO-PLT  Requirements:

The main difference is the addition of video as a requirement, a higher density of nodes, as well as a particularly challenging RF propagation environment (i.e. severe non-LOS and multipath). The requirements are described below:

·  Range: 2-5 Km

·  No. of Nodes ~5

·  Geographic Constraints: Geographically isolated, continuous movement through or around urban terrain, no LOS most of the time

·  Mobility: Frequent

·  Spectrum Requirements: Spectrum re-use may be difficult due the operation of multiple companies in a constrained urban area.

·  Data, Images and video
·  Data Service Type : point to point and multicast
4.2  Micro-UAV and Mini-UGV tethered control links 

These robotic nodes are used almost exclusively in MOUT operations.  Their main characteristic is their extremely small size and power, combined with the short operational ranges at which they are required to work.  The Micro-UAV and mini-UGV have very small payloads, typically less than 2.5 lbs,  and are operated tethered to dismounted or manned platforms.  Their communications requirements are summarized below: 

·  Range: a few hundred meters

·  No. of Nodes : Dozens of nodes

·  Geographic Constraints: Urban Terrain, NLOS through buildings 

·  Mobility: Continuous

·  Spectrum Requirements: Low power consumption

·  Data and Video (Asymmetrically, only data up, video could be highly compressed)

·  Data Service Type : point to point
4.3  Dismounted: 

The differences here are primarily due to the addition of video and voice requirements.  Video needs to be exchanged between the dismounts, and from the dismounts back to the vehicles, and from the vehicles to the dismounts.  In addition, larger numbers of dismounts may operate in a smaller restricted area, within a much more complex propagation environment. Voice requirements for the dismounted were as discussed earlier(Sec 3.1.5.3). The dismounted communications requirements are summarized below:

·  Range: 5 Km

·  No. of Nodes ~ 20 per PLT 

·  Geographic Constraints: NLOS in restricted Geographical area, ranging from desert to urban environment, with several networks present at once at high density

· Mobility: Continuous

·  Spectrum Requirements: Low LPI/LPD needed, plus low power consumption

· Data images and Video (only one video camera transmitting per squad?)

4.4.  Subterranean Links for dismounts and robotic platforms: 

This is a specialized requirement because of the requirement for some robots and dismounted personnel to communicate even while underground, whether it is in a cave or in a sewer. The exact requirements for this capability have not been adequately defined yet, so the following requirements should be viewed as rough initial estimates, pending further clarification of the operational use of this capability. The requirements are described below:

·  Range: The range requirements has not been identified, but it probably is not more than a few hundred meters

·  No. of Nodes: 7-10 (estimate)

·  Geographic Constraints: NLOS through subterranean structures, with possibility of water and metallic structures being present

·  Mobility: Continuous at low speeds

·  Special Requirements: Low power consumption

·  Data
·  Data Service Type : Broadcast desired, but could work with point to point
4.5  MOUT Network Capacity Analysis

In the MOUT case the mounted imagery and data networks change very little.  What is really different is the dismount network, as well as some additional video networks.  So in this section we present the differences, and we assume that the mounted dat, imagery and voice networks remain the same, as are the rest of the video networks; we describe here only the additional networks needed to support MOUT:

4.5.1  Dismounted Video/Imagery/Data Network

Here we assume about 60 nodes per CO exchanging video, along with images and ata.  We assume that they are using lower resolution video at 256 Kb/s. We assume that only one per squad is transmitting video, one per squad transmitting imagery, and the rest transmitting data.  So we have 9 per company with video, 9 with imagery, and 42 with data.  So the actual data rate requirement is 9x256 + 9x100 + 42x16 = 3.9 Mb/s Adding a factor of 3 for overhead and network inefficiencies, we get a data rate requirement of about 12 Mb/s.
For micro UAV and mini UGVs we assume a very low control data rate, and highly compressed video downlinks, since they are used for taking quick looks into buildings and around corners, and not for actual intelligence analysis. So if we assume a maximum of 20 devices per Company, we have 20x64 Kb/s = 1.2 Mb/s.  Adding a factor of 3 for overhead and network inefficiencies, the resulting data rate requirement is 3.6 Mbps.
The total data rate requirement for the dismounted video/imagery/data network is 16 Mbps.
4.5.2 Video Networks

The CO/PLT is also assumed to have a video requirement with about 5 nodes participating.  In most cases though, we can assume that it is a single video stream that is multicast to the other 4 recipients, therefore, resulting in a video data rate iof4 Mbps. 
4.5.3  Subterranean Networks 

· The subterranean requirement for data/voice is 16*7 = 112 Kbps.  Adding a factor of 3 for overhead and network inefficiencies, the resulting data rate requirement is 336 Kbps.

5.0 Supporting Analysis

In this section, we describe the propagation analyses performed to help us in making several key architectural decisions about the primary mode of communication for the imagery/data network given the required data rate and the maximum distance separation described earlier. We selected combinations of: 1) terrestrial, 2) terrestrial augmented with UAV, or 3) Satellite communications.  In addition, the analysis provides sensitivity tradeoffs of several key communications systems parameters such operating frequency band, directional antennas vs. omni-directional, data rates, etc. in meeting the range requirements for the Balkans scenario terrain.

5.1 Mechanized/Dismount Imagery/Data Network Propagation Analysis


In this section, we will present the propagation analysis results for the nodes that are exchanging imagery and data.  Figures 4 and 5 are typical examples of the propagation analysis results.  The propagation analysis was performed using the Balkans terrain and unit placement was based on the Balkans scenario. Digital terrain data representing the Balkan area was used, as was the TIREM path loss model for predicting radio path loss. Additional radio path attenuation through ground vegetation was modeled with analytical models derived from Weissberger (reference ECAC, 1984). This connectivity analysis shown was performed in the UHF band (i.e. 400 MHz) with a Tx Power of 50 Watts and omni-directional Tx and Rx antennas subsystems (i.e. Tx/Rx antenna gain is 0 dB).  

The difference between Figure 4 and 5 is that Figure 5 shows the connectivity under vegetated conditions.  From Figure 4 (a), we see that the connectivity between BN/CO/PLT is very sparse, especially between CO and BN.  Figure 4 (b) shows that if a dedicated communications UAV were positioned at 15000 ft, connectivity between the BN/CO/PLT nodes would be achieved.  Figure 5 (a) shows that under vegetated conditions, the CO/PLT connectivity further degrades.  Figure 5 (b) shows that the connectivity is maintained by the communications UAV, even under vegetated conditions.  From this analysis, one can conclude that a dedicated communications UAV is needed to provide the connectivity among the UoA BN elements supporting the aggregate required data rate of 20 Mbps.  Although this analysis was only performed for the UHF frequency band (400 MHz and 2400 MHz), we expect similar results at higher frequencies because higher frequencies will only  further degrade the connectivity without the augmentation of a dedicated communications UAV. 

Our main conclusion from this analysis is that terrain and foliage blocking needs to be carefully considered in any connectivity studies, and that the presence of UAV range extension platforms will be a crucial component of the resulting architecture.

[image: image5.wmf]BN HQ Co

BN RSTA HQ

BN Fires PLT

MVR Co

MVR PLT

RSTA 

Sections

BN HQ Co

BN RSTA HQ

BN Fires PLT

MVR Co

MVR PLT

RSTA 

Sections

Figure 4(a) Connectivity Diagram for the UoA BN for the Balkans terrain with no vegetation, (b) Connectivity Diagram of UoA BN for the Balkans terrain with no vegetation with a UAV at 15000 ft
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Figure 5(a) Connectivity Diagram of UoA BN for the Balkans Scenario with vegetation, (b) Connectivity Diagram of UoA BN for the Balkans Scenario with vegetation with a UAV at 15000 ft

Since required data rate is one of the variables that  impacts the range (i.e. link budget)  of the communications system, the next set of analyses examines the tradeoff of breaking the imagery/data network into smaller, multiple sub-networks, so that each sub-network can have a lower data rate but still maintain the overall required aggregate required data rates.  For example in this case, we would have a CO/BN network operating on one channel at 2 Mbps, with other similar networks supporting smaller populations on other channels.  The reason for this tradeoff analysis is to determine whether or not a dedicated communications UAV is still required to support these relaxed data rates.  Figure 6 and 7 illustrate the connectivity using the lower 2 Mbps data rates.  From Figures 6 (a) and (b), one can draw a similar conclusion as above, namely that segregating the imagery/data networks into smaller, multiple sub-networks doesn’t alleviate the need for having dedicated communications UAV(s).
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Figure 6(a) Connectivity Diagram for the UoA BN for the Balkans terrain with no vegetation, (b) Connectivity Diagram of UoA BN for the Balkans terrain with no vegetation with a UAV at 15000 ft
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Figure 7(a) Connectivity Diagram for the UoA BN for the Balkans terrain with no vegetation, (b) Connectivity Diagram of UoA BN for the Balkans terrain with no vegetation with a UAV at 15000 ft

This analysis assumed the use of omni-directional antennas.  Additional analysis was performed to determine if the UAV requirement can be alleviated by using directional antennas (e.g. FCS-C) instead of omni-directional.   Results indicate that the additional gain from directional antennas does not offset the need for  communications UAV(s).  But this is certainly  not to say that the use of directional antennas is unnecessary.  There is little doubt that the additional link budget provided by directional antennas will enhance the network connectivity, as well as improve the network’s ability to meet  AJ/LPI/LPD requirements. This is because traditional means of meeting the AJ/LPI/LPD requirements such as direct sequence or frequency hopping spread spectrum require large blocks of available spectrum. For example, based on the required user data rate of 13 Mbps, employing DS spread spectrum would require a factor of 100-1000 times the data rate for adequate LPI/LPD/AJ (i.e. 20-30 dB) protection.  This yields a spectrum requirement of about 130 MHz-13 GHz.  This spectrum availability is, of-course, unrealistic and problemmatic,  even in higher frequency bands.  In addition, it would require the radio to have very accurate timing down to a fraction of a nano-second, making the communications system implementation very costly.  DARPA has suggested that directional antennas with power control, in fact, can provide LPI/LPD/AJ protection crucial to the survivability of the FCS forces. Therefore, although directional antennas may not negate the need for having communications UAV(s) for range extension, it is believed that they may, in fact, be necessary for providing the LPI/LPD/AJ requirements because of the impracticality of using traditional spread spectrum techniques given the required data rates and spectrum demands.

We will now discuss the propagation analysis performed to determine if  UAV coverage can be extended beyond the UoA BN to UoA BDE.  Note that the distance between the UoA BN HQ and the UoA BDE HQ can be as large as 200 Km. Figures 8 & 9 illustrate the UoA BN to UoA BDE connectivity both with, and without, vegetation, respectively. The analysis shows that having a single communications UAV will not be sufficient to cover the UoA BDE.   Several solutions are possible for providing connectivity for the UoA BN to BDE. One option is to utilize multiple communications UAVs networked together by cross-links.  A second option is to provide wideband on the move (OTM) satellite communications between the UoA BN HQ and the UoA BDE HQ. It is recognized that, at least initially, the on-the-move nature of these UoA BN and BDE HQ elements may be debated. Both of these solutions are utilized in the resulting System Architecture.
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Figure 8 Connectivity Diagram of UoA BN for the Balkans Scenario with vegetation, (b) Connectivity Diagram of UoA BDE for the Balkans Scenario with vegetation with a UAV at 15000 ft

In summary, we conclude that:

The Mechanized/dismounted network requires a dedicated UAV to provide connectivity within the UoA BN.

· Multiple networks with lower data rates don not seem to alleviate the need for  dedicated communication UAV(s)

· The gain provided by using directional antennas doesn’t alleviate the need for  dedicated communications UAV(s)

Satellite communications and/or multiple UAVs are required to interconnect UoA BN to UoA BDE.

· Satellite communications may be used at the CO/BN to provide a secondary means of communications in case the terrestrial/UAV links fail.  This provides a robust network.

The combination of directional antennas and power control appears necessary to provide the necessary LPI/LPD/AJ protection.

5.2 Video Network Analysis


In this section, we discuss the propagation analyses performed for those nodes that require the exchange of video.  The analysis concentrates on the sensor links from the BAAV, CAAV, and VAAV to the ground.  The reason for the analysis is to examine whether or not terrestrial communications is adequate to provide the necessary communications between the sensor UAVs and the ground command and control (C2) nodes,  or whether beyond line of sight (BLOS) communications is required.  The BAAV has a range requirement of up to 200 Km, the CAAV has a range requirement of up to 150 Km, and the VAAV has a range requirement of up to 30 Km. The BAAV operating altitude is 15000 ft, the CAAV operating altitude is 1000 ft, and the VAAV operating altitude is 500 ft.  Figures 9, 10, and 11 show the elevation angle vs distance  when the UAV is at 15000 ft, 1000 ft, and 500 ft, respectively.  If we extrapolate the results for a BAAV that has a range requirement of 200 Km at 15000 ft, this yields an elevation angle between the BAAV and the ground of less than 1o.  The impact of these low elevation angles is that any path obscurance(building, terrain or foliage) will cause severe signal blockage.  Similar conclusion can be drawn by examining figures 10 and 11 for the CAAV and the VAAV, respectively. Due to lower operational altitudes, they are within LOS to far shorter ranges. 
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Figure 9. Distance (km) vs. Elevation Angle for UAV at 15000 ft
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Figure 10. Distance (km) vs. Elevation Angle for UAV at 1000 ft
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Figure 11. Distance (km) vs. Elevation Angle for UAV at 500 ft

Furthermore, Figure 12 illustrates path loss as a function of distance between the UAV and the Ground.  The green line on Figure 12 indicates the tolerable path loss for a 4 Mbps link (i.e. 131.7 dB tolerable path loss).  The corresponding range shown in Figure 12 is < 60 Km. Therefore, given the required 200 km range for the BAAV and 130 km for the CAAV, from both a line of sight as well as from a propagation perspective, we conclude that  terrestrial connectivity can’t be achieved at the required ranges, and data rates.
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Figure 12. Path Loss as Function of Distance between UAV and Ground

There are several options which may be used to provide connectivity between these sensor UAVs (i.e. BAAV, CAAV, and VAAV) and the ground while satisfying the maximum operational ranges.  The first option is to provide satellite communications onboard the sensor UAVs as shown in Figure 13.  This option is practical for the BAAV, given its payload capacity ofapproximately 300 lbs.  But the payload capacity limitations of the CAAV and the VAAV, each approximately 10 lbs, make this option impractical for them. One way to alleviate the payload capacity limitation, as shown in Figure 14, is to provide line of sight “cross-links” from the CAAV and the VAAV to a larger dedicated UAV (e.g. Global Hawk or A160).  The larger dedicated UAV would multiplex the feeds from many CAAVs and VAAVs onto the on-board  terminals (either Satellite or LOS) for uplinking.  The recipients (i.e. the C2 nodes) on the ground would receive the appropriate downlinks. A second alternative to provide communications between the sensor UAVs and the ground is to use a multiple elevated VAAV or CAAV platforms as intermediate relays as shown in Figure 15.  This cross-linked airborne network architecture was been proposed for the DARPA Adaptive C4ISR Node(ACN)  program and is being further developed under the Adaptive Joint C4ISR Network (AJCN) ACTD.
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Figure 13. Option 1: Satellite Communications on board Sensor UAV for Communicating Sensor Information to the Ground C2 nodes
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Figure 14. Option 1a: Satellite Communications Architecture for the Smaller UAV Sensor Platforms
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Figure 15. Option 2: Networked/crosslinked UAVs Acting as Relays

In summary;

To receive video from the BAAV at an operating range of 200 Km, satellite communications will be necessary on-board both the BAAV and the ground vehicles. BAAV payloads can easily support an on-board satellite terminal.
For the CAAV/VAAV, their low altitudes combined with their respective ranges make the use of a purely terrestrial communications link impractical.  Satellite terminals on-board the CAAV and VAAV are not possible due to payload limitations (i.e. < 10 lbs).  There are, however, two potential architectural solutions:
· Utilize a high altitude UAV such as the Global Hawk or A160  to act as a relay to a satellite.  In other words, multiple CAAV/VAAVs transmit their video to the single Global Hawk/A160 and, in turn, the Global Hawk/A160 would multiplex these video feeds and uplink to the satellite (i.e. in a multi-carrier system, the Global Hawk would transmit each video stream on the appropriate channel) or directly to the ground.  The ground C2 vehicles would receive the corresponding channel. 
· Utilize a multiple cross-linkedUAVs acting as relays between the CAAV/VAAV and the ground.  
6.0 Communications Architecture Discussion

From the methodology and supporting analysis described herein, the features of the various networks needed to comprise the total FCS communications architecture quickly become apparent. The first general observation is the need for satellite or UAV-based communications to augment the terrestrial architecture in areas where ground propagation difficulties make both terrestrial and airborne links fail. The difficult terrain and foliage, as well as the operational ranges and altitude of the FCS aerial platforms, also make the use of a SATCOM on the move system essential for many of the platforms. The large number of FCS nodes, along with the anticipated severe AJ/LPI/LPD requirements, further make directional antennas necessary, especially in areas with a high density of platforms or threat.  In applications or areas where directional antennas may not be practical, power control may also provide necessary spectrum re-use.

Several network types are described in the following sections .  The first one is a shared multimedia Imagery/data/voice communications network, which spans the entire area of the FCS UoA BN.  A second type is a video network, which for the most part is a collection of point to point video links, used to support the unique point to point video requirements identified.. A third type of network solves communications problems for specialized user populations(e.g. SLUGS or LAM/PAMs) which are more closely related to sensors and weapons.  And finally we highlight a unique network for the MOUT scenario, one that is far more video intensive, and which has higher bandwidth requirements that need to be met in the considerably more difficult propagation environment of urban terrain.

6.1 Mechanized/Dismount Imagery/Data Communications Architecture

A shared multimedia network is envisioned which is designed to provide at least 100 Kb/s data rates per link, for an aggregate data rate of 20 Mb/s throughout the entire U oA BN area.  Here we assume a terrestrial network with a wideband waveform employed at all manned vehicles, with directional antennas for AJ/LPI/LPD and spectrum re-use.  The use of UAVs for range extension helps distribute bandwidth across the battlefield, while  wideband SATCOM on the move component  provides connectivity for vehicles that may be out of range of the UAV relay(s).  Unicast and multicast routing protocols are employed everywhere in the network, as well as commercial routing at external system  boundaries for interoperability with other networks such as allied and coalition.  The overall architecture is depicted in figure 18.
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Figure 18.  Imagery/data/voice network

6.2 Mechanized/Dismount Video Network Communications Architecture

This resulting network really has 4 components:

The first component is an inter-vehicular (short range) network, which uses a wideband networked waveform with omni-directional antennas for operation while on the move at high speeds and over difficult terrain.  The operational range is generally around
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Figure 19.  Video networks

300 meters, but longer ranges at the halt are certainly possible using directional antennas.  For the few cases where range is an issue, the architecture is complemented with a wideband SATCOM on the move terminal operating at 4 Mb/s.  This can also be used for the few instances in our scenario where video must be disseminated between elements, such as between company and BN.

The second component uses a  wideband, highly reliable, low latency waveform, operating at 256 Kb/s,  employs directional antennas for frequency re-use and LPI/LPD/AJ on the tethered robotic control links.  This is to be used for tele-operation of the robotic platforms, and is point to point in nature.

The BAAV employs a wideband SATCOM on the move terminal operating at 4 Mb/s, like the one used for inter-vehicular range extension.  This is used for UAV tele-operation, as well as for the sensor downlinks from the BAAV to its controlling vehicle.  As mentioned earlier, the  BAAV can also serve as a communications relay for the data/imagery network, and therefore should also have a wideband networked waveform, which also can be used as a backup.

The VAAV/CAAVs could either rely on a 4 Mb/s RF link with OTM directional antennas that connect it to a high altitude UAV such as GlobalHawk/A160 or used as a relay to a satellite.  The large number of them in the battlefield makes the use of directional antennas a necessity for spectrum re-use, while their low altitude and fairly long range places them in many instances below the horizon, and therefor unable to directly connect to their controlling vehicles.  As was shown in section 5.2, a second solution may be the use of multiple VAAVs/CAAVs acting as relays for each other.

The overall architecture for the video network is depicted in figure 19.

 
6.3 Mechanized/Dismount Specialized Networks (SA, LAM/PAM, SLUGS, dismounted) Communications Architecture

There were four types of communications requirements that could not be met with the networks described above.  Here the requirements were severe enough, so as to merit consideration ofseparate networksseparately:.

6.3.1 SA Dissemination

The SA dissemination has the additional requirements of extremely high reliability, as well as extreme LPI/LPD in certain cases.  Here, since BAAVs will almost always be in the air, the use of Digital Radio Frequency Tags (DRaFT) was deemed as an appropriate solution.  Here the node is not transmitting in the traditional sense, but rather modulates the radar signal it receives from an airborne radar, and uses the reflected signal as a communications carrier.  Therefor it cannot be detected with traditional means, and is extremely reliable while a BAAV is in the area.  If some reason it a BAAV is not available, then it can always use it’s normal communications systems as a backup for SA dissemination.

6.3.2 SLUGS

SLUGS are small unattended ground sensors that could be deployed at great distances, and transmit back images to a vehicle.  The problem here is low power availability (battery operated), and the large ranges required, which makes the use of traditional communications systems impractical.  Again the use of DRaFT is a perfect solution that is low power and long range.  Many of the SLUGS may not be in visual range of the BAAV.  But if many are deployed at a location, a low power SLUGS network can relay the images to one single SLUG that is in visual range of the BAAV that acts as the gateway for the rest of them.

6.3.3 Dismounted

Dismounts have the extra requirements of low power/ small size for their communications package.  A handheld device with a wideband waveform is needed, that can support an aggregate data rate of up to 6 Mb/s per company, with power control to alleviate any interference problems with adjacent companies.  This would have to include mobile ad-hoc networking algorithms, supporting both unicast and multicast routing.

6.3.4 LAM/PAM

LAM/PAM missiles are a difficult requirements to define.  Here the large number of missiles that could be airborne at any given time, as well as their envisioned requirement to be networked creates a difficult problem for a communications system to solve.  As mentioned before, the problem can be separated into two separate networks.  One is the inter-missile network, supporting several Mb/s, networked, with high AJ capabilities.  The other would be the link between the missiles (mainly the LAM missiles?) and the ground control stations, which is point to point in nature, supporting 1 Mb/s or more to each missile.

The resulting FCS Systems Architecture for Specialized Networks is depicted in figure 19.
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Figure 19.  Specialized Networks

6.4  MOUT Network Communications Architecture

The MOUT application is so distinct from all others that it warrants a unique architecture. Here we introduce two networks that are specific to the MOUT vignette, each of which meeting different  requirements from the other two vignettes:

6.4.1 MOUT Multimedia (imagery, data, voice) network

 A multimedia  dismounted network supports data, imagery, video and voice. For this, we utilize a wideband radio with an aggregate rate of 16 Mbps..  Note that here we assume  the same type of radio for the micro UAVs and the mini UGVs.  It would include unicast and multicast routing, power control for spectrum efficiency and AJ/LPI/LPD and QoS protocols to support the different types of multimedia traffic.  A second degraded mode is needed to support subterranean operation.  This would require a lower data rate of 336 Kb/s.  Two methods could be employed here.  One is the placement of small relays by dismounts as they deploy into the subterranean structure.  The other is to actually deploy very thin tethered wires or thin fiber-optic cable connecting handhelds between areas where wireless communications are impossible, thus extending the range of the radio networks into the subterranean environment.  A mix of both technologies may provide the required robustness and reliability needed in this extremely challenging type of terrain.

6.4.2 MOUT Video

A network is also required to support video multicast to adjacent PLTs and CO HQ.  This could be a mode of the wideband radio already described in section 6.2 for the inter-vehicular network, that is extended for range but only supports video dissemination in one direction.  This would of course be augmented by the SATCOM video capabilities already available on the vehicle, and to be used as backup.

The overall MOUT architecture is depicted in figure 20.
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Figure 20.  Network for the MOUT vignette

6.5  Communication Equipment

In table 1 on the following page we summarize the various radios described in the architecture, with their associated parameters, in a tabular form. The table also indicates the allocation for communications equipment to the various FCS platforms within the UoA BN.
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Table 1:  Communications equipment for an FCS UoA BN Architecture

7 Summary/Conclusions

From the Communications perspective, this Architecture definition has considered the the different types of data, anticipated distribution requirements, as well as the layout and movement of the units comprising the FCS force structure.  The first thing that becomes apparent is the large amount of imagery and video that is being disseminated between platforms. This drives the need for higher data rates, over much larger operational distances than ever before. Through a propagation modeling analysis, we determined that airborne relays are necessary to provide the necessary connectivity, and in some cases, satellite communications become the only available means of providing extended range connectivity. And finally, for systems with particularly long-range requirements, or very low power requirements or unique platform constraints, specialized solutions do appear to be needed. 

For the important and ever-present background SA traffic, non-traditional communications systems like DRaFT become an appealing part of the solution set. Networked systems of cross-linked UAVs, while traditionally not considered as part of the ground force, now appear to offer significant operational value; their presence, in fact, appears essential to supporting the extremely long operational ranges envisioned. Networked communications payloads on larger UAVs of the GlobalHawk or A160 class can serve as intermediate relays of forward sensor streams from a small, low altitudeUAVs with limited power.  In other cases, special types of links will be required, such as high bandwidth, highly reliable links to unmanned robotic systems (tethers).  And totally new concepts need to be explored, including systems that provide reliable communications in a subterranean environment.


While our propagation analysis shows that directional antennas did not provide sufficient gain increases to make purely terrestrial networks adequate, the LPI/LPD/AJ requirements, as well as the need for extensive frequency re-use due to the large number of communications equipped platforms, appear to make directional antennas a necessity.  Efficient mobile ad hoc networking protocols, both for use with omni and directional antennas, will still be needed to provide the necessary unicast and multicast routing support, as well as guaranteed Quality of Service, in a limited and congested spectrum, while reliable tracking antennas to support on the move operations need to be developed.














































� This SV2 document is the same one used to develop a Communications System Architecture for COL W. Johnson, DARPA PM for Future Combat Systems (FCS), and was already provided, at DARPA PM’s request,  to the FCS LSI as guidance.





PAGE  
1

[image: image22.emf]PLT Co HQ BCN O&I Effects Node Fires PLT RSTA HQ

Long Range 

UAV

Conduct IPB 

Process

Commander 

Deploys Unit

Targets 

Detected 

Within AOI

Target 

Identification

Initiate Attack BDA

FCS-CDR - 2

(CDR&XO)

Collect Intel 

from higher 

HQassets 

(Terrain images 

; SIGINT 

locations; 

possilbe enemy 

locations and 

movement (data 

from 3 BN HQ)) 

Prepare 

maneuver plan 

for C CO 

(collaborate with 

BN CDR, ADJ 

CO CDR, Send 

WARNO to PLT 

CDR)

Prepare maneuver 

plan for CO units

(WARNO fm BN CDR 

(FCDR), collaborating 

w/XO and C2V, C2 

data to PL) Receiving 

inputs from RSTA 

(data and images 

from RSTA section)

Execute 

maneuver plan 

for CO units on 

order from BN 

CDR (C2 data 

between XO, 

FC2V, BN HQ 

and all PL 

(CBT))

Confirms 

assignment of all 

high value targets.  

On order, 

executes attack.  

(C2 data between 

XO, FC2V, BN HQ 

and all PL (CBT))

Executes attack on 

order from BN HQ. 

(C2 data between 

XO, FC2V, BN HQ 

and all PL (CBT))

Interprets the EO/IR 

video and decides to 

retarget or cease fire 

and provides 

recommenation to 

higher HQ.

(video data from 

CAAV, C2 data to 

FC2V and PL units, 

SITREP to BN HQ)

FCS-FC2V -1

Collaborate to 

create Fire 

Support Plan 

(Data and 

Images btw 

Battle 

Command Node 

S3, Effects 

Node Fires 

FC2V)

Participate in creation 

of maneuver plan 

(Collaboration with 

CDR)

Moving into 

attack position 

and coordinating 

CO fire 

missions.   

(data between 

FC2V , CDR 

CBT and PLT 

CDRs) 

Initial CO fire 

Missions  

assigned.  (data 

between FC2V , 

CDR CBT and PLT 

CDRs) 

FSO prosecutes 

CO fire missions.  

Conducts on-call 

fire missions as 

required.

 (data between 

FC2V , CDR CBT, 

PLT CDRs, and 3  

BN FSO)

Determine 

effectiveness of fire 

missions.

(data between FC2V, 

CDR CBT, PLT CDRs, 

and 3  BN FSO)

Battle Command 

Node

EXECUTION MATRIX for Engagement of 1st BDE 

_1076826104.doc
[image: image1.png]





3







3







. .







1







3







. .







I







C







3







3







...







...







1







C







...







2







C







...







3







C







3







. .







HQ







3







. .







UAV







HQ Co







I












_1090738599.ppt


Unit of Action

Unit of Employment 

FCS Battalion

Unit of Employment

Unit of Action

FCS Battalion

FCS Battalion

Operational Concept (OV-1) – Unit of Employment (UE)   

		Conducts simultaneous operations synchronized with other joint forces

		Campaign Force - Employs multiple UA

		Basis of combined arms air-ground task forces (division and below)

		Sets conditions for and resources UA with modular, tailored forces

		Develops situation out of contact – initiates combat on own terms

		Coordinates multi-service, joint, interagency, multi-national & non-governmental organizations

		Employs long range fires, aviation, and sustainment, while providing C4ISR and tactical direction to Uas

		Has the capacity to assume command of Joint Task Forces



Unit of Employment 

Source: TRADOC

14 December 2001
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