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Executive Summary

1. BACKGROUND

The Unit of Action Maneuver Battle Lab (UAMBL) directed the Battle Command Battle Lab (Gordon) (BCBL-G) to explore the communications network functions for the Army’s Future Force Unit of Action (UA).  This experiment was the second event in the Battle Command C4ISR campaign plan to analyze the UA Network with specific emphasis on Network Operations (NETOPS).  The objective of the experiment was to “Fight” the Brigade Intelligence and Communications Company (BICC) and to identify core employment functions of NETOPS insights relating to three specific essential elements of analysis (EEA’s).  This experiment was planned and structured by the combined efforts of BCBL-G, the TRADOC Analysis Center (TRAC), and Fort Gordon Signal Center subject matter experts (SME’s).  The UA info-sphere is a network of networks comprised of communications systems, networked operations systems, sensor systems, battle command systems, distributed and integrated information databases, and manned and unmanned reconnaissance and surveillance capabilities to enable levels of situational understanding and synchronized operations heretofore unachievable.  The success of the Army’s Future Force is dependent upon an ultra-reliable network of networks, and it is equally dependent upon the network’s supporting infrastructure (design) and management (NETOPS), which must successfully support the warfighter during all phases of maneuver.  
2. KEY INITIAL INSIGHTS

The UA NETOPS 2-03 MAPEX generated insights that support the investigation and study of the network and its components as key enablers of networked Battle Command.  All of the insights are listed in a table format in this report, and are organized under measures of merit (MOM’s) for each supported EEA developed as part of the analytical strategy.   These insights and supporting data will be further refined and studied, and ultimately presented in the final UA NETOPS MAPEX report.  The refined insights as part of the final experiment report will be a part of the analytical underpinnings supporting the UA O&O study plan as well as to support the refinement of the BICC O&O (draft). The following initial insights were considered to be significant by the participants as having major impacts on the Unit of Action and FCS concepts. 
· UAV CRPs are required as validated from the first MAPEX.  In addition, Range Extension Teams need a dedicated / organic aerial CRP capability.

· The Information Superiority Cell should be responsible for UA Network planning, engineering and management, and should be augmented by the NETOPS Operations Team.

· The NETOPS functions should be automated and managed by exception only.

· A communications realism model should be developed to assist the UA Network Manager  in making appropriate Network decisions by using it for network planning and mission rehearsal.  (Train as you fight—fight as you train)

· The LSI must ensure that all aspects of NETOPS are integrated into every FCS platform.

3. RECOMMENDATIONS

Please review this initial insight report and forward your comments and recommendations via email to this headquarters with supporting technical documentation.  Each insight comment and recommendation will be evaluated and analyzed as part of the study.  The final report will include the listing of all insights captured during the MAPEX, and provide recommendations to TRADOC DCSDEV for further research and analysis as follow-on experimentation events as part of the BCBL C4ISR (UA Network) Future Force campaign plan.   

//Original Signed//

Charles Dunn, III 
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UA NETOPS MAPEX (UA 2-03)

Initial Insight Report (DRAFT)

1.0 MAPEX DESIGN   

1.1. Introduction.  The Battle Command Battle Lab (Gordon) conducted the Concept Experimentation Program (CEP) UA NETOPS MAPEX (UA 2 – 03) experiment from 8-12 September 2003, at Fort Gordon, Georgia.  This document captures the consensus of the participants, functional area subject matter experts (SME's), and Signal Center SME's, as well as from other agencies/proponents working and supporting Future Force and FCS initiatives.  The MAPEX experiment was approved and sponsored by the U.S. Army Training and Doctrine Command (TRADOC) and IAW the TRADOC Future Force Study Plan focused on the Unit of Action conducting operations within the Caspian Sea Scenario.  This experiment is part of the Battle Command C4ISR campaign plan to support the Future Force study plan, which includes a series of developmental experiments to study the UA Network and its NETOPS functions. 

1.2.  
Purpose.  The purpose of the UA NETOPS MAPEX (UA 2-03) experiment was to gain initial insights of the core employment functions of the BICC and the related NETOPS functions within the UA.  The MAPEX examined NETOPS and the BICC O&O for the purpose of refining the UA O&O Plan, Operational Network Architectures, Organization Design Parameters, and applicable supporting ORD's.  In order to validate these refinement processes, all supporting documentation must be studied and analyzed to build the necessary analytical underpinnings.  The initial UA Network experiment examined and evaluated specific reference documents assumptions regarding other echelons relevant to UA and FCS communications networking.  The findings from preceding MAPEX events, this experiment and the entire Battle Command C4ISR campaign plan will provide critical data and analytical underpinnings supporting the design and conceptual development of the Army’s Future Force. 

1.3.  
Concept of Operations.  The pre-MAPEX phase assembled the BCBL(G)'s cadre of  military, engineers, computer scientists, and analysts; Signal Center SME's from the Director of Combat Developments (DCD); TRADOC System Mangers (TSM) from WIN-T, SATCOM, Tactical Radio; and other Signal Center SME personnel from the Frequency Spectrum Proponent Office (FSPO) and Infomration Dissemination Management – Tactical (IDM_T) offices to fully examine and design the best methodology for refining and studying the three EEA's.  In addition this team developed the subordinate measures of merit (MOM’s) to focus the analysis on specific NETOPS functions and specific BICC sections.  During the experiment the participants included other BFA SME's, SIGCEN SME's, and other agencies working UA and FCS initiatives at the BCBL(G) facility at Fort Gordon, Georgia.  The overarching purpose was to examine the BICC force structure and the UA NETOPS functions required to manage the UA Network as envisioned and simulated in the Caspian Sea Scenario.  Two vignettes were chosen from the TRADOC Objective Force Study Plan (the Urban Fight, and the Pursuit-Exploitation).  Each vignette was examined during the experiment with the participants examining the BICC employment during each vignette, and the UA NETOPS functions with specific analysis on managing the network to support successful maneuver operations.

1.4.  
Methodology.  The MAPEX experiment began with refresher training on various related UA Network background information for the purpose of providing a common baseline between the players and participants.  The training covered Network systems, UA O&O and operational concepts, the Contemporary Operating Environment base on the Caspian Sea Scenario, and detailed overviews of the vignettes.  The next process was to discuss and examine the NETOPS MAPEX EEA’s for the purpose of focusing the study on those issues as directed by TRADOC.  The methodology of study used was a multi-faceted approach using data collection from the event simulations, player observations and comments, tally sheets, data mining, and from surveys.  As each event was played, the NETOPS functions and BICC impact on the network were discussed and evaluated in detail. These details and data were captured by analysts, consolidated and presented to the participants at the end of each event to ensure correctness of the consensus.  Immediately following the data collection review,  a automated survey was administered to obtain quantitative answers and qualitative comments on specific NETOPS / BICC O&O questions.

1.5
Lead Essential Elements of Analysis (EEA's).  The lead EEA’s were developed under the guidance by TRADOC DCSDEV as examination/measurement tools that would focus the data collection in support of required analysis directly linked to the study plan.  The Measures of Merit (MOM) statements were developed by the pre-experiment combined SME team to more specifically focus the analysis and study.  The three EEA’s used for this experiment are as follows: 
1.5.1.  EEA 1.1.2.  How does the C4ISR enable the UA?

1.5.2.  EEA 1.2.2.  How should the smallest UA units be organized?

1.5.3.  EEA 1.3.1.  How do you employ the available UA forces and assets on the battlefield to achieve the tactical concepts outlined in the UA O&O Plan?

2.0 MAPEX GENERAL ASSUMPTIONS AND RULE SETS

2.1  
General Assumptions.   The UA is comprised of networked air and ground based maneuver, maneuver support, and maneuver sustainment systems that will be supported by an ultra-reliable Network of networks.  This UA Network must support the commander by providing the capabilities, functions, and means to enable superior and enhanced situational understanding, as well as to provide enablers to ensure synchronized combat operations.  Information Dominance is a major tenant of the Future Force, and the Network systems providing the communications/Network support are the enablers for Information Dominance and Command and Control (C2) of the Future Force.  Operational Requirements are currently being written for Future Force Network support systems as part of the process to define how the Network will function in the 2015 timeframe and those parameters will form the baseline of the following assumptions.  It is also noted that emerging technology and advanced networking concepts may change some of the functionalities of these Network systems, however for this experiment all assumptions and rule sets are tied to proponent ORDs. 

2.2. General Assumptions and Rule Sets: 

2.2.1. Scenarios: TRADOC/DPG compliant Caspian Sea scenarios 2.0, using 2 vignettes (Urban Operations and Pursuit/Exploitation Operations) and the comparable terrain set for each vignette.

2.2.2. Organization: 2015 Unit of Action Organization version 25 November 2002 was used.

2.2.3. MAPEX Timeline: MAPEX examined only the hours of operations over the two previously described vignettes.

2.2.4. Systems Book: U.S. Army Materiel Systems Analysis Activity (US AMSAA), Army Future Combat Systems, Unit of Action, System Book, version 3.0. 

2.2.5. Requirement Documents:  

Future Combat System (FCS) AROC approved ORD dated 22 January 2003. FCS ORD has now been JROC approved.

Warfighter Information Network -Tactical (WIN-T) JROC approved ORD dated 05 March 2003.

Joint Tactical Radio System (JTRS) JROC approved ORD 3.2, dated 09 April 2003.

Transformation Communication Study: (Draft).

Transformation Satellite (T-SAT): (Draft).

Mobile User Objective System (MUOS) ORD dated 17 July 01


TELEPORT ORD dated 09 June 2000


BICC O&O (Draft) dtd 9 June 2003

2.2.6. Application Systems: The level of detail of this Network MAPEX is to focus on connectivity.   It was assumed that computers and applications (Battle Command, Networked Fires, DCGS-A, Sensor Network, Pulsed Logistics and other systems) operating over the network would function properly.  Future network experiments will analysis how these systems will function over the network. 

2.2.7. Spectrum and Spectrum Management: To address spectrum issues requires the need of a communication model to develop a node-by-node network architecture. Spectrum and its management requirements must be assumed as capable to support the NETOPS MAPEX.  Future network experiments will analyze the spectrum needs and the management requirement

2.2.8. Network Operations (NETOPS): NETOPS is defined as the functions required to manage the UA network, and is subdivided into the following categories: Network Management, Information Assurance and Information Dissemination Management all of which have requirements in support of the Future Force network. 

2.2.9. Bandwidth: To address bandwidth issues requires the need of a communication model to develop node-by-node network architecture. Bandwidth and its management requirements must be assumed as capable to support this NETOPS MAPEX.  Future network experiments will analyze the bandwidth requirements.

2.2.10. Communication Reliability: A Communications Model is required to analyze this issue.  It is assumed that communications reliability is in accordance to reliability requirements stated in the equipment's approved ORD.  Future experiments will determine communications reliability issues.

2.2.11. Program Acquisition: For the focus of this Network MAPEX it is assumed that all programs (FCS, WIN-T, JTRS, SATCOM Constellation, TELEPORT, GIG and UAVs)  are fully fielded and will be in a mature state in FY 2015.

2.2.12. Weather: Weather will have a direct affect on communication reliability and UAV operations.  For this MAPEX however, it was determined that weather would not be a factor.  The time to analysze the network issue as it relates to weather required more time then the MAPEX could provide.  It is assumed that weather would increase reliance on ground relays and reduce ISR capability if UAVs were grounded.  Once a communication model is available, weather can be introduced into the exercise to evaluate the reliability of the network under different weather conditions.

2.2.13. Interoperability: The Caspian Sea scenarios 2.0 states that UA would be operating within a coalition (US, Russian, Georgian, and Azeri). It is assumed that some level of interoperability either by they're own systems or LNO teams provided by Theater or UE providing interoperability during this MAPEX.  The issue of interoperability alone (transport layer, information layer and security layer) could be focused on in future experiments.  

2.3.  Network Enabling Systems

2.3.1. Joint Tactical Radio System (JTRS): JTRS is fully fielded to all Family of Systems and System of Systems within the UA.  All waveforms required for the UA are available.  Antenna technology for multi-band requirements as well as SATCOM OTM is available.  Breakdowns of JTRS to platform mapping and detail assumptions are provided in the supporting document of this report. 

2.3.2. Warfighter Information Network - Tactical (WIN-T): WIN-T Point of Presence (PoP) systems were distributed in accordance to PM FCS Networks direction providing 101 WIN-T PoP's within the UA.  There are three versions of the WIN-T PoP's and each provides a different level of capability (SATCOM, GBS & Gateway).  It is understood that only 33% of the 101 WIN-T PoP's can operate at any given time.  WIN-T also provides BLOS capability, which will provide high capacity UAV radio OTM (100 Mbps shared up to 100 KM) on a UE UAV in support of the UA.  Breakdowns of WIN-T PoP's to platform mapping and detail system capability and assumptions are provided in the supporting document of this report. 

2.3.3. Satellite Constellation: The Transformation Satellite (T-SAT) constellation (5 satellites on orbit) and Mobile User Objective System (MUOS) constellation (6 satellites on orbit) were used for the Network MAPEX.
2.3.3.1. TSAT: Is a multi-band (X, KA, AEHF, and other frequencies TBD) satellite constellation with an embedded Internet Protocol router-switching infrastructure.  The constellation is currently scheduled for launch between FY 2009 to FY 2013.  TSAT provides an increased flexibility to the network.  No longer, will ground terminals have to insure that a compatible ground terminal and associated switching equipment are at the distant location.  The termination of ground terminal data is at the TSAT satellite, with the data transmission being IP-based then routes from there to addressee.  The TSAT is part of the data switching FCS/WIN-T network moving information by the "best means" through ground and space based router networking.  The TSAT constellation is cross-linked between the other TSAT satellites in the constellation, which allows networking with elements that are not within your individual uplink TSAT coverage.  For this Network MAPEX the WIN-T PoP provides the on-the-move ground terminals for interface to the TSAT constellation. Detail system capability and assumptions are provided in the supporting document of this report. 

2.3.3.2. MUOS: Is the advancement current Narrow-band UHF satellite constellation that provides today's connectivity between the current Spitfire (and other UHF) radio systems. The constellation is currently scheduled for launch between FY 2008 and FY 2014.  The current system is capable of providing data capability of 2.4 - 64 Kbps per individual radio.  For this Network MAPEX the JTRS provides the ground terminals to interface with the MUOS constellation using the UHF DAMA waveform. System capability and assumptions for on-the-move communications are provided in the supporting document of this report. 

2.4. 
UA1-03 Network MAPEX Limitations.  The Battle Command C4ISR Future Force Network experimentation campaign plan will address the requirement to provide detailed analysis in future CEP experiments.  The NETOPS Tools and Functions will be the focus for FY 04 experimentation
3.0  UA NETOPS INITIAL INSIGHT TABLE.

EEA 1.1.2 – How does C4ISR enable the UA?
MOM 1.1.2.1 – What NETOPS functions should be performed by BICC personnel?

	#
	Insight
	Background
	Future Emphasis

	1
	Range extension teams will concentrate on connectivity to the Network.
	NETOPS and range extension team responsibilities must be divided.  Range Extension teams are not just manned “Retrans teams”.  Mules would better serve the “retrans” mission.  The Range Extension Teams may better serve the UA as managers of the physical layer.
	What tools do the NETOPS and range extension teams use to coordinate their tasks?

What should be present in a Network Planning System to give the capability to simulate the battle from a UA Network standpoint?

Should the name of the Range Extension Team be changed to better reflect their mission?

	2
	NETOPS (IA, IDM & NM) policies should be set in the systems before deployment and NETOPS personnel should practice management by exception only.
	There won’t be the time nor the personnel to manually monitor all NETOPS activities.
	What IA, IDM & NM automated tools will be available to relieve the burden on the NETOPS personnel?

	3
	All network personnel and decisions makers must understand the implications of placing platforms in the LPI/LPD mode of operation.
	In the LPI/LPD mode of operation stations will be in a degraded mode of operation limiting throughput and connectivity to the rest of the network.  When in the LPI/LPD mode it only affects the part of the network in that mode of operation.  The rest of the network operates normally.  There will be a need to appoint one LPI/LPD station within the subnet as a gateway to the rest of the network.
	The decision to operate in a LPI/LPD mode must be further refined and possibly included in commander’s policy.

What tools will help determine when to switch to LPI/LPD mode?


MOM 1.1.2.2 – How does the UA Network Manager interface with the Distributed Informamation Database (DiDb) Manager to enable the Network COP?

	#
	Insight
	Background
	Future Emphasis

	1
	The DiDb must have a management system that is imbedded in all applications.  It is integral in concepts like Sensor Fusion, COP, NETOPS, Net Fires, & logistics reporting.
	The DiDb was only discussed from a functionality view and no ownership was assigned to the BICC, ISC, or other section/unit.
	The DiDb needs further development, discussion, and refinement.  LSI should give a recommendation on who will manage the DiDb and how it will be managed.


MOM 1.1.2.3 – How does the UA Network Manager interface with the managers of other virtual networks (sensor, fires, A2C2, air defense, etc.)?

	#
	Insight
	Background
	Future Emphasis

	1
	The Manager of Manager may require BOS application system manager interfaces.
	The Manager of Manager currently includes two interfaces (per LSI):  JWNM and the WIN-T manager functionality.  
	What information is needed from the BOS applications in order to manage the network effectively?


MOM 1.1.2.4 – How are BOS network assets managed within the UA? 

	#
	Insight
	Background
	Future Emphasis

	1
	All virtual networks must make NETOPS information as part of the DiDb.
	Final Survey, Items #22 & #23—80% of the respondents agreed that there should be a common user interface for all virtual networks; and 73% of the respondents agreed that all virtual networks must post NETOPS information to the DiDb.
	Will managers of virtual networks need NETOPS tools?

What NETOPS functions should BICC personnel perform for virtual networks? 


MOM 1.1.2.5 – How are UAV’s managed as Communications Relay Platforms (CRP) within the UA?

	#
	Insight
	Background
	Future Emphasis

	1
	UAV CRP priority is viewed very differently by SIGCEN and the Aviation Center.
	Limited UAV assets force the BICC to execute less than desirable network plans.  

Assets such as MULES and retrans teams cannot provide over-the-horizon connectivity as can the aerial CRPs.

Current Cavalry doctrine states that no recon assets will be held in reserve (Max Recon forward)-no CRP missions.
	What other aerial CRP capability is available?

Further in-depth UAV CRP study is required and should be done through communications effects models in force-on-force simulations.

What changes should be made to the Signal and Maneuver O&O’s to accommodate the use of dedicated UAV CRPs?


MOM 1.1.2.6 – How are additional communications assets allocated to guarantee network connectivity and sufficient Speed of Service (SoS) - (Network Redundancy & Thickening)?

	#
	Insight
	Background
	Future Emphasis

	1
	Planning WIN-T PoP placement is critical to keeping up the UA Network during the pursuit phase.
	LSI discussed the 101 PoPs and agreed that the number was not backed by analytical underpinnings.
	LSI should validate the need for 101 PoPs and further define their placement within the UA.

	2
	Dedicated aerial CRP platforms are required in the UA.
	Depending on the situation, there were times when comms relay was a higher priority than redundant RSTA.  
	How should UAVs will be dedicated for comms relay and when they will be used?

Will the UA Commander request dedicated aerial CRPs in a simulated battle when comms effects are added to the simulation?

	3
	Situations may arise that require contingency relays.
	Relays in Loiter and Attack Munitions (LAMs), Cannon Launched, Air Droppable, UAV Scatterable relays (UGS).
	Would contingency relays be effective when they are placed on LAMs, deployed in IMS as scatterable relays or placed on disposable ballons?


MOM 1.1.2.7 – How will the BICC employ the MULE?

	#
	Insight
	Background
	Future Emphasis

	1
	There will be times when the MULE must be augmented by other CRPs.
	The pursuit phase is too fast for a range ext team to deploy a Mule in support of the UA.

MULEs CRPs are not resourced with directional antennas.

There is no requirement in the FCS ORD, which describes the need for additional equipment for the MULE and the ability to remotely employ it.
	How can MULEs be deployed quickly to support the pursuit phase?

Should some MULEs be designed smaller so that they can be airlifted?

What should be revised in the current FCS ORD in order to reflect the need for directional antennas on MULEs?


MOM 1.1.2.8 – What is the process for insuring that the appropriate elements are included in the Satellite Access Database (SDB)?

MOM 1.1.2.9 – How is frequency management performed for the UA?

	#
	Insight
	Background
	Future Emphasis

	1
	Although technology may alleviate some frequency management, much will still have to be done at the UA.
	
	Concentrate on fulfilling the spectrum management requirement for the UA.

How much Frequency Management will be done in the UE?


MOM 1.1.2.10 – What are the functions of the UA frequency manager as he deconflicts all known spectrum dependent equipment and systems (weapons systems, sensors, etc.) to include those in Joint, coalition, and civil agencies?

	#
	Insight
	Background
	Future Emphasis

	1
	The UA Spectrum Manager will require visibility of all known emitters that affect the UA.
	Final Survey, Item #57 showed that 72% of the respondents agreed that visibility is required for emitters such as sensors, weapons systems, UAVs, EW, joint, civil and enemy systems.
	How should frequency information be displayed for the UA Spectrum Manager? 


MOM 1.1.2.11 – What information should be shared between the UA frequency manager and the UA network manager?

	#
	Insight
	Background
	Future Emphasis

	1
	Frequency information for each communications system should be made available to the UA Network Manager.
	Final Survey, Item #59, showed that more than half of the respondents agreed that all aspects of frequency should be shared between the Frequency Manager and the UA Network Manager.
	How should frequency information be displayed for the UA Network Manager? 


MOM 1.1.2.12 – How are co-located antennas managed to prevent co-site interference?

	#
	Insight
	Background
	Future Emphasis

	1
	More in-depth study is needed into antenna systems and co-site interference issues.
	Events 1 & 2, Survey Item #61 did not show any clear choice on who should reconcile co-site interference.
	What tool will be available to assist the ISC and NETOPS Teams in reconciling co-site interference?

Will antenna technology be advanced enough in the FF to reconcile co-site interference automatically?


MOM 1.1.2.13 – Deferred to Tools Experiment 

MOM 1.1.2.14 – What functions should be available in the UA Information Dissemination Management (IDM) system?

	#
	Insight
	Background
	Future Emphasis

	1
	IDM will be available in all the FCS applications, with management by exception only.


	The GIG CRD and related NETOPS CONOPS documents clearly spell out required IDM functions.  

IDM functions center on information awareness, access and delivery across all systems throughout the UA.
	Future discussions must highlight the inclusion of all required IDM functions, enabled by IDM tools.  

How can FCS/LSI leverage the work being done by the IDM-T program today to provide validated data to examine required IDM services (publish, subscribe, alert, etc)?

	2
	IDM in the UA must enable the management and proper application of the Commander’s Dissemination Policy.
	Current IDM-T program has made much progress in this area and can provide a “battle tested” baseline.
	What is the best “template” for a Commander’s Dissemination Policy?

How can best practices and technology be applied in the UA to provide services to support the CDP and CCIR?


MOM 1.1.2.15 – How does IDM enhance the commander's control over information delivery priorities based on operational conditions and network capacity?

	#
	Insight
	Background
	Future Emphasis

	1
	IDM must support CCIR by using all available bandwidth efficiently.
	As network capacity will be dynamic, efficient IDM is critical to the success and survival of the UA.
	Who is empowered to make required network changes to support the concept of “diagnostic thickening” in the UA?


EEA 1.2.2 – How should the smallest UA units be organized?

MOM 1.2.2.1 – Who manages data throughput within the UA?

	#
	Insight
	Background
	Future Emphasis

	1
	The ISC, assisted by the NETOPS Ops Team, will manage data throughput in the UA.
	Final Survey, Item #41—over half of the respondents chose the ISC and the NETOPS Teams as the place for data throughput management.
	What tools should be available to the ISC for data throughput management?


MOM 1.2.2.2  – Who is responsible to manage interfaces with other communications management systems (sensor, fires, air defense, A2C2)?

	#
	Insight
	Background
	Future Emphasis

	1
	The UA Network Manager should be able to view all the communications management systems in the UA.
	Events 1 & 2, Item #67—over 60% of the respondents agreed that information from all UA communications management systems should be visible to the UA Network Manager.
	


MOM 1.2.2.3 – Who has the authority to re-task a CRP or satellite, based on predicted outages?

	#
	Insight
	Background
	Future Emphasis

	1
	Retasking a CRP may require a change to the satellite access request that was originated for the mission.  The authority for this action must realize the potential impact this might have on planned mission  communications.
	Changing perimeters of satellite uplink and downlink often require modifications to the satellite database, the database must be transferred to the satellite network controller to be enacted across the network before the retasking can take effect.
	Can satellite retasking and network modification be an inherent function of the FCS planning software so that it is transparent to the user? 

Does satellite retasking require a human in-the-loop to review each time a change is requested?


MOM 1.2.2.4 – How will the NETOPS teams combine / deconflict dynamic WAN planning?

	#
	Insight
	Background
	Future Emphasis

	1
	The ISC should be augmented by the NETOPS Ops team.
	Event Survey Item #5 – 59% of the respondents agreed that the primary responsibility to plan and engineer the UA network should reside in the ISC.

Final Survey Item #1 – The top three elements in the UA selected to monitor the Manager of Managers (MOM) were the ISC, BICC HQ and NETOPS Teams, respectively.

Final Survey Item #3 – 60% of the respondents agreed that the ISC should be augmented by the NETOPS Ops team and the Range Extension Ops Team.

Final Survey Item #41 – The top three elements selected to manage data throughput in the UA were the ISC, the NETOPS Teams and the BICC HQ, respectively.
	Will the NETOPS team at the ISC be able to plan the WAN and monitor the WAN?

Can more of the NETOPS functions be automated by looking at what the TELCOs are doing?


MOM 1.2.2.5 – How will the NETOPS teams combine/deconflict dynamic LAN planning?

	#
	Insight
	Background
	Future Emphasis

	1
	Certain elements of the UA will need dedicated NETOPS Teams.
	The decision to send NETOPS Teams to UA elements should be made prior to deployment of the UA based on terrain, distance, and mission.  

Force protection is a critical element in deployment of NETOPS teams.

Focus on preplanning the network prior to deployment.  Network plans could emphasize assignment to a geographical area instead of traditional attachment to a unit.  The same consideration should be given to retrans teams which may be dispatched with the NETOPS teams.
	Should the OPCON NETOPS teams be the ‘intermediate’ network managers? (Focusing on the LAN management while leaving the WAN management to the NETOPS team in the ISC)


MOM 1.2.2.6 – Who manages the SATCOM interfaces?

	#
	Insight
	Background
	Future Emphasis

	1
	The ISC, will monitor SATCOM management applications. 
	The UA has no dedicated SATCOM planner.  SATCOM planning is not even someone’s secondary duty.
	Review requirement for dedicated SATCOM planning at the UA level and determine the proper responsibility level.

Are there enough school trained soldiers to handle 24-hour ops for SATCOM management?

What specialized training do the soldiers (who are dedicated to SATCOM planning) at the ISC need to manage SATCOM interfaces?

Can this function be preformed by GS or contracted personnel (do they exist within the UA)?.  

Do we want to make a new MOS specialty for Joint SATCOM planner?  

How do we give the warfighting Commander the trained personnel he needs to perform this SATCOM Management?

	2
	The UA requires a satellite planning tool application software program resident in the FCS to generate access requests and database changes
	A single planning tool covering all frequencies should be resident on FCS communications planning platforms.  Both the UA and UE should be using the same tool (which can view each other through the WIN-T POP/IDM).  We will also need to investigate what the JTF in control will be using for planning SATCOM links.
	Will UA satellite planning be done at the UE, with requests for changes done at the UA?

What will be the “request flow” routing that best expedites the UA Warfighters requirement for dynamic SATCOM.  Is this a slow paper trail or an electronic real time format?

To what level within the UA will visibility of the SATCOM transport layer be viewable- who needs to see it?

	3
	The ISC network planning soldier should make sure all satellite systems are in the SDB before deployment and all satellite systems have the proper keys for accessing satellite systems.
	SDB submission starts years in advance of the Warfighter actually using a SATCOM system.  Due diligence must be made in the interim years to register the satellite terminal of record in the UA within the SDB.  The tactical Warfighter requires a terminal that can be effectively turned on and used with as little of ramp up time as possible.
	What tools will be available to assist the UCC’s (down to UA Commander) must insure all of their SATCOM systems are in listing the appropriate platforms in the SDB?

Where will all the COMSEC keys be located in the UA, since many of them will be required for use at the SATCOM terminal?


MOM 1.2.2.7 – Who requests UE communications support?

	#
	Insight
	Background
	Future Emphasis

	1
	UA ISC requests UE/Joint comms support.
	The BICC first determines whether the range extension teams and NETOPS teams are centralized or decentralized.  The range extension teams ID the requirements for range extension support and notify the Range Extension Ops team located at the ISC.  The ISC then validates the requirement and seeks to fulfill it.  If it is not fulfilled within the UA, the ISC makes a request to the UE (WIN-T POPs, UAVs, Terrestrial, Other UE asset support).  Once the decision is made, the ISC notifies the NETOPS OPS/Range Extension OPS teams in the ISC who sends the information to the support sections to execute the mission. 
	What doctrine should be developed to assist in the employment of UAVs used for multiple roles?


MOM 1.2.2.8  – What are the communications networking skill set for signal soldiers?

	#
	Insight
	Background
	Future Emphasis

	1
	FCS platform management will be done autonomously in software.
	Future radio systems will have the capability to provide  “transparent” platform management such as power level, crossbanding, routing, throughput adjustments etc.
	What functions will signal soldiers need to understand about each of the radios on FCS platforms?

What new equipment training (NET) will be required for all personnel responsible for operating radios in the UA?

What tools will be needed to enable the signal soldiers to employ unmanned systems as communications relays?

	2
	Fault correction for every communications system must be available to BICC soldiers virtually.
	Soldiers with the appropriate skill may not always be available.
	What tools will be available to bring in fault correction instructions on demand?


MOM 1.2.2.9  – What are the communications networking skill sets for non-signal soldiers?

	#
	Insight
	Background
	Future Emphasis

	1
	Some form of network management will reside at every platform.
	The WIN-T PoPs and JTR sets will step the operator through troubleshooting the operation and network connectivity (just like a copier machine today).
	How can the FCS communications systems be designed to require little or no intervention by non-signal soldiers?

	2
	The non-signal soldiers will need to know what the signal requirements are for unmanned systems and how they support the soldiers.
	In effect, each soldier must consider the network.  
	What tools will be needed to enable the non-signal soldiers to employ unmanned systems in support of signal.

Should the acronym METT-TC be changed to METT-TCN where N stands for network?


MOM 1.2.2.10 – Who plans and manages the UA communications network?

	#
	Insight
	Background
	Future Emphasis

	1
	The UA Network will have a distributed network management system.
	Four levels of network management autonomy are key here.
	Is the BICC the appropriate structure for the UA?

Is the BICC structure based on legacy thought?

Are the NETOPS teams and Range Extension teams the appropriate organization?

Should the Range Extension Teams be reorganized around levels of autonomy?

	2
	The number of NETOPS teams assigned are not validated.
	
	Need to look at habitual relationships with battalions versus assignment of responsibility by sector or mission.  (Task Org Issues)

	3
	Monitoring the UA Network Manager of Managers (MOM) should be done in the ISC by the NETOPS Ops Team.
	Final Survey, Items #1 & 2: In Item #1, the top three elements chosen by respondents to monitor the MOM were the ISC, the BICC HQ and NETOPS Teams; In Item #2, 60% of the respondents agreed that the ISC will need to be augmented by the NETOPS Ops Team.
	Should the NETOPS Team always be physically located in the ISC?


MOM 1.2.2.11 – Where is the UA communications network planner located?

	#
	Insight
	Background
	Future Emphasis

	1
	The primary responsibility for UA Network planning and engineering will reside in the ISC.
	Events 1 & 2 Survey, Item #5: 59% agreed in Event 1, 36% agreed in Event 2, that the primary responsibility for UA Network planning and engineering would reside in the ISC.
	How much network planning and engineering can be done for the CABs by the ISC?

Will the CABs need a network planning tool?

When should the NetOps & Range Extension teams be task organized to the CABs?


MOM 1.2.2.12 – What are the skill set requirements to manage UAV CRPs?

	#
	Insight
	Background
	Future Emphasis

	1
	Managers of UAVs will need to understand signal aspects as well as aviation aspects to employ UAVs.  Additionally, they will need to understand the tactical plan, what the current situation is, and how best to support the maneuver commander.
	At a minimum, CRP planners must understand what effect they are trying to produce with the CRP.  This effect is produced by manipulating multiple factors such as CRP altitude, distance, throughput, weather, time on station, etc. 
	What tools will CRP planners need in order to develop a plan and to monitor the effects?


MOM 1.2.2.13 – Who controls UAV missions and what is their interaction with communications planners?

	#
	Insight
	Background
	Future Emphasis

	1
	Range Extension Teams need dedicated aerial CRPs.
	The Class IV UAVs are Aviation Squadron assets and are secondarily shared by Signal and MI personnel.
	How can dedicated aerial CRPs be maneuvered to the appropriate areas above the battlefield in a timely manner?

	2
	The Aviation Squadron controls the UAV missions.  They provide the control support to the range extension teams to the supported unit.
	The Aviation Squadron will control the UAVs primarily for Comanche teamingSimilar to today’s Air Assault, the Aviation owns the assets that they employ using sound tactics and doctrine to provide a service to the supported unit.  The supported unit provides its requirements and assists in the planning.
	How will missions be planned collaboratively, and by what method?

	3
	UAV CRP priority is viewed very differently by SIGCEN and the Aviation Center.
	Final Event Survey Items #69 & #71—Comments on these items showed that SIGNCEN personnel felt that the BICC should control UAV CRP missions, while Aviation Center personnel felt the Aviation Squadron should control all UAV missions.
	What tools will allow BICC personnel to recommend appropriate UAV CRP missions while allowing the Aviation personnel to fly the missions? 


MOM 1.2.2.14 -- Who controls the UAV payload for UAV CRP?

	#
	Insight
	Background
	Future Emphasis

	1
	Approval for modifying or re-tasking UAV CRPs will be the responsibility of the UA Commander with recommendations from the CIC and ISC.
	Events 1 & 2 Surveys, Items #93—The UA Cdr was chosen by 73% of the respondents as the one who could re-task a UAV CRP not the Aviation Sq. Cdr.  
	How will this distributed control of a CRP be operated?


MOM 1.2.2.15 Combined with 1.2.2.13
MOM 1.2.2.16 – Where is spectrum management done in the UA?

	#
	Insight
	Background
	Future Emphasis

	1
	Spectrum management should be done in the ISC.
	Due to the highly specialized nature of this function and the critical Warfighter requirement to have accurate and timely situational awareness in a non-contiguous, extended battlespace it is imperative.


	Should there be a soldier designated as the UA spectrum manager in the NETOPS Ops team?

What spectrum management tool should be available to the spectrum manager?

	2
	Some UA spectrum management should be done at the UE.
	Although technology may alleviate some management the bulk will still be done at the UA.
	Should there be a soldier designated as the UA spectrum manager in the NETOPS Ops team?


MOM 1.2.2.17 – Who sets up the IDM plan for the UA?

	#
	Insight
	Background
	Future Emphasis

	1
	IDM functionality will be imbedded in all systems. 
	Competing information priorities will remain a reality in the UA
	Future emphasis required to decrement all IERs and have policy or information boards decide what information will take priority.

	2
	Who implements the commander’s priorities for IDM?
	Even automated IDM will require soldier interface to implement and adjust the commander’s plan.
	Who should be authorized to make changes to “local” IDM policy.

	3
	The ISC will monitor IDM with respect to the CCIR.
	Efficient IDM services must include the proper levels of autonomy and pre-established policies to optimize the use of all GIG resources.
	Should there be a suggested CCIR that every commander can use as a template and tailor for his own use?

Who manages putting the CCIR into the system?

	4
	Who will manage the IDM policies at the CAB level? 
	Automated IDM policies must still be monitored at all tactical levels.

The ISC has the capability to manage CAB IDM remotely.
	Can CAB IDM will simply be monitored or must there be changes made at the CAB level.

Can the ISC set the IDM policies for the CAB?

What is the best level to monitor UA IDM remotely?


MOM 1.2.2.18 – Who manages the DiDb?

MOM 1.2.2.19 – How will the UA organization facilitate the timely distribution, receipt and access of time-critical information?

	#
	Insight
	Background
	Future Emphasis

	1
	Much of the IDM functionality must be autonomous and built into the applications. 
	Pre-established policies and the proper application of the Commander’s Dissemination Policy must combine with an IDM autonomy level that requires “manual” IDM only by exception. 

MAPEX discussions focused on IDM being performed at autonomy “Level 3”, which required manual overrides and changes on an exception basis.
	Which IDM tasks can be automated and which require the most manual intervention?


MOM 1.2.2.20 – How does the UA IDM organizational design support "Power to the Edge", (the widest possible distribution of all relevant information)?

	#
	Insight
	Background
	Future Emphasis

	1
	A standard prioritization schema, in concert with the Commander’s Dissemination Policy and user profiles, will enable the delivery of priority message traffic.
	The JTRS CONOPS and GIG CRD outline the IDM requirements to allow the efficient transport of information.
	How, where & when, is data tagged to enable certain information to have priority (especially Survival Information required at the lowest tactical levels)?


EEA 1.3.1 – How do you employ available UA forces & assets on the battlefield to achieve the tactical concepts outlined in the UA O&O Plan?

MOM 1.3.1.1  – What is the network management architecture within the UA?

	#
	Insight
	Background
	Future Emphasis

	1
	The network management architecture should include all NETOPS activities affecting the UA.
	Events 1 & 2 Surveys, Item #103—61% of the respondents agreed that Joint, Interagency, Multinational, Top Secret and Virtual Networks must be integrated into one network management system in the UA.
	What standard interfaces must be developed so that all NETOPS activities will be displayed properly on the UA Network Manager’s system?


MOM 1.3.1.2 – Deferred to Tools Experiment 
MOM 1.3.1.3 – What is the information assurance architecture within the UA?

	#
	Insight
	Background
	Future Emphasis

	1
	The security features of the JTRS must be easy to operate.
	The soldier will not have time to change or update the security aspects of the JTRS if the change will keep him away from his primary duties.
	How can JTRS security features be made transparent to the user?


MOM 1.3.1.4 – How will over the network rekeying be accomplished in the UA?

	#
	Insight
	Background
	Future Emphasis

	1
	Key management will not be an LSI developed system.
	LSI has not been given the requirement to develop a key management system.
	How will certificates be passed through the network for soldiers on each vehicle?

What happens when a soldier loses his CAC or forgets his PIN for his CAC?

Should biometrics be used to identify FCS platform operators?


MOM 1.3.1.5 – How will IA support encryption devices (e.g. TACLANE) in the OF?

MOM 1.3.1.6 – What is the IDM architecture within the UA?

	#
	Insight
	Background
	Future Emphasis

	1
	IDM functionality will be built into all FF applications. 
	IDM in the UA timeframe will be a combination of embedded software and stand-alone IDM servers, migrating as a maturation of the current IDM-T program.
	Who will be the IDM architecture development coordinator? [LSI?]

What are the appropriate IDM standard algorithms that should be included in each app?

	2
	IDM in the UA must exist from information producers and storage in the CONUS all the way to the individual platform level.
	
	What is the most efficient IDM architecture for the multitude of servers and services available?


MOM 1.3.1.7 – How does IDM provide timely distribution of critical information in ways that optimize the use of GIG resources?

	#
	Insight
	Background
	Future Emphasis

	1
	Efficient IDM services must include the proper levels of autonomy and pre-established policies to optimize the use of all GIG resources.
	The GIG CRD and related CONOPS documents detail pertinent dissemination KPPs.
	How will the SoSCOE or other IDM (IDM-T?) functionality satisfy users with quality IM services?


MOM 1.3.1.8 – How does UA IDM integrate and interoperate with OF Battle Command, WIN-T, GBS and other systems?

	#
	Insight
	Background
	Future Emphasis

	1
	UA IDM must be fully integrated with all FF systems (automated to such a degree that it is almost transparent to the user.
	The MAPEX illustrated that UA communications must be fluid and seamless to perform in a dynamic environment. The GIG CRD spells out how.
	How will the IDM tools and services used in the UA interoperate throughout the battlefield?
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